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H I G H L I G H T S

• Presents a method to measure thermal conductivity of a thin wire.• Method utilizes infrared thermography and fin effect.• Compares thermal response of test wire with a standard wire to determine thermal conductivity.• Demonstrates capability of measurement for low and high thermal conductivity wires.

• Addresses an important metrology need for multiple engineering applications.

A R T I C L E I N F O

Keywords:
Thermal conductivity measurement
Thin wires
Infrared thermography
Fin effect

A B S T R A C T

Measurement of thermal conductivity of thin wires is critical for multiple engineering applications that involve
heat transfer in thin wires. While well-established experimental methods are available for thermal conductivity
measurements on large as well as microscale samples, these methods do not work well for thin wires of around a
few mm diameter. This paper presents a comparative method for measuring thermal conductivity of a thin wire.
The method is based on infrared thermography of the wire of interest suspended from a high temperature base.
Through comparison of thermal response of the wire with that of a standard wire of known properties, thermal
conductivity is measured for a number of wires in a broad range of thermal conductivity. Measurements are
reported for both low thermal conductivity polymer wires and high thermal conductivity metal wires. Results are
found to be in good agreement with expected values of thermal conductivity. The effect of wire diameter and
base temperature on the accuracy of measurements is investigated. The method is used for measurement of
thermal conductivity of solder wires. Results presented in this work contribute towards addressing an important
thermal metrology need, and may help improve thermal design of a broad range of engineering applications that
utilize thin wires.

1. Introduction

Measuring and understanding the nature of thermal conductivity is
important for thermal characterization of materials and for maximizing
performance and thermal safety of a variety of engineering devices and
systems. As defined by Fourier's law, thermal conductivity is a key
thermophysical property that relates heat flux with temperature rise.
While in general, thermal conductivity is anisotropic and a function of
temperature, it is often treated, within engineering approximation, to
be isotropic and independent of temperature.

A number of experimental techniques exist for measurement of
thermal conductivity. In general, these methods rely on measurement of
the thermal response of the sample of interest to an imposed heat flux

or temperature gradient [1–3]. The experimentally measured thermal
response is usually compared with an analytical heat transfer model to
determine thermal conductivity. For example, in a commonly used
measurement method [2], the material of interest is sandwiched be-
tween two plates maintained at two different temperatures, and the
measured heat flux is compared with Fourier's law to determine thermal
conductivity. Measurements are often carried out on two samples of
different thicknesses to account for sample-to-instrument thermal con-
tact resistance [4]. A sample of well-known thermal conductivity is also
often inserted in series in order to accurately measure heat flux. A guard
heater [5] is often used to minimize stray heat losses. Transient mea-
surements [1,6] are also often used to measure thermal conductivity.
For example, the transient plane source method [3] utilizes a thin film
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metal heater/sensor sandwiched between two large, identical samples.
The measured temperature as a function of time is compared with an
analytical model for heat transfer into infinite media to determine
thermal conductivity. In the laser flash method [7], an energy pulse is
deposited on one face of a sample and temperature rise on the other
face is measured using an infrared sensor. Comparison with a well-
known analytical model results in determination of thermal diffusivity.
Comparison of thermal response of the sample with that of a material of
well-known properties is used to determine heat capacity, so that
thermal conductivity can then be calculated. Each of these methods
offers certain advantages and disadvantages. For example, the laser
flash method is non-contact and does not involve thermal contact re-
sistance [8]. However, this method requires extensive sample pre-
paration. On the other hand, the transient plane source requires sam-
ples of a certain minimum size depending on the expected thermal
diffusivity and measurement capability [9,10].

In addition to the macroscale thermal property measurement tech-
niques summarized above, a number of techniques developed specifi-
cally for microscale material samples are also available. In general,
most of these methods may be classified into electrical-based [11,12]
and optical-based methods [13–15]. In the first category, Joule heating
in the form of direct [12,16] or alternating current [11,17] is imposed
and the ensuing thermal response is used to determine thermal con-
ductivity. The three-omega method [17] is an example, which has been
extensively used for a variety of applications [18–21]. In optical
methods, heating is provided using an optical signal, and temperature is
also usually measured optically in a pump-and-probe configuration.
Thermoreflectance based methods [22] are another good example of
optical-based methods. Such methods have been extensively used for
characterization of thermal properties of micro- and nano-scale mate-
rials [23], as well as for more macroscale materials [24,25].

Unfortunately, most measurement techniques outlined above are
not appropriate for thin wires of around a few mm diameter. For ex-
ample, while imposing and measuring a steady-state heat flux through a
flat sample of large cross-section is easily implemented in measurement
methods, doing so on a wire is challenging due to difficulties in pre-
cisely measuring heat flux through the thin wire, as well as heat loss
from the wire perimeter. Several engineering applications such as
electrical wires, filaments for additive manufacturing, solder wires,
welding electrodes, etc. involve heat transfer in wires, and therefore,
understanding thermal conductivity of wires for these applications is

critical. For example, in polymer-based additive manufacturing, un-
derstanding thermal conduction in the filament is critical for ensuring
good filament-to-filament adhesion [26,27]. As another example, the
reliability and lifetime of a non-consumable welding electrode depends
critically on its heat dissipation capabilities in the controlled atmo-
sphere [28,29]. Finally, heat transfer in solder wires is also important
for ensuring good process quality [30,31], and therefore, understanding
thermal conductivity of the solder wires is important. While the thermal
conductivity of molten solder material has been reported [32], similar
data are not available for solid solder wire.

Despite the importance of understanding and characterizing heat
transfer in applications discussed above, there is a lack of systematic
measurement methods for thin wires. A recent paper presented a fin-
based method to compare thermal conduction in two strands of hair
and correlate with moisture content and hair type [33]. However, that
work did not report absolute values of the thermal conductivities of the
hair being investigated.

This paper presents an experimental technique to measure the
thermal conductivity of thin wires using infrared thermography based
measurement of temperature distribution along the wires when sus-
pended from a high temperature block. The method is based on com-
parison of thermal response of the test wire with that of a standard wire
of known thermal conductivity in the same surrounding environment.
Wires of materials of a broad range of thermal conductivity are char-
acterized. Good accuracy is reported for both low and high thermal
conductivity wires. As an application of this measurement technique,
thermal conductivity values of different solders are measured and re-
ported. The fundamental theory behind this method utilizes the fin
effect, which is quite standard, however, measurement of thermal
conductivity of wires based on this approach has not been reported in
the past.

Theoretical modeling of the measurement method is discussed in
Section 2. Experimental setup and experimental procedure is presented
in Section 3. Results are presented and discussed in Section 4.

2. Theoretical treatment

Consider a long cylindrical wire of length l and diameter D, for
which, measurement of axial thermal conductivity k is of interest. k is
assumed to be constant and isotropic. As shown in Fig. 1(b), consider
the wire to be attached at one end to a large body maintained at a

Fig. 1. (a) Picture of the experimental setup showing the infrared camera, graphite-coated standard and test wires and a hot Aluminum block, (b) Schematic of the
experimental setup.
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constant temperature Tb. The wire loses heat from its periphery to the
ambient temperature Ta. The wire is assumed to be long enough, so that
the infinite fin assumption is appropriate for analytical modeling. The
validity of this assumption for the wires used in this work is discussed in
Section 4.5. Aspect ratio of the wire is assumed to be very large, so that
thermal conduction in the wire is one-dimensional. Further, the radial
Biot number is calculated to be 0.04 or less for the experimental con-
ditions, due to which, thermal gradient in the radial direction is ex-
pected to be negligible. Temperature rise during the experiment is as-
sumed to be small enough, such that radiative heat transfer can be
modeled using a linearized radiative heat transfer coefficient. Under
these conditions, steady state temperature distribution in the wire is
governed by the well-known fin equation [34]

=d
dx
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2
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where = T x T( ) a is the temperature rise above ambient. Further,
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are the perimeter and cross-section area, re-

spectively. D is the wire diameter. h is the effective heat transfer
coefficient that accounts for both convection and radiation and is as-
sumed to be independent of temperature. Boundary conditions asso-
ciated with Eq. (1) are

= =x( 0) b (2)
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Temperature distribution in the fin can be easily derived to be [34]

= e
b

mx
(4)

where .
Eq. (4) shows that the parameter m can be determined from the

slope of the plot of log( / )b versus x. Further, provided the wire geo-
metry and convective heat transfer coefficient h are known, the un-
known thermal conductivity of the wire can be determined. However,
while the wire geometry is usually known in advance, convective heat
transfer around the wire is, in general, very difficult to measure, and
therefore, a definitive value of h is usually not known.

In order to determine thermal conductivity without explicitly
knowing the convective heat transfer coefficient, a comparative ana-
lysis is considered, wherein two wires – a test wire T of unknown
thermal conductivity kT and standard wire S of known thermal con-
ductivity kS – are considered. Both wires are subjected to the same
ambient conditions, such as shown in Fig. 1(a) and (b), so that the ratio
of the slopes of log( / )b versus x plots for the two wires is given by

=m
m
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k D
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Eq. (5) assumes the same convective heat transfer coefficient for
both wires, which is reasonable if the two wires are of similar diameter
and are measured simultaneously in the same ambient conditions. Eq.
(5) can be simplified to

=k k m D
m DT S

S S

T T

2

2 (6)

Eq. (6) shows that the unknown thermal conductivity of the test
wire, kT, can be determined from the known thermal conductivity of the
standard wire, kS, based on the ratio of wire diameters, as well as the
ratios of the m2 values determined from experimental measurement of
temperature distributions along the wires. Such a measurement will
require a method such as infrared thermography to determine the entire
temperature distribution along the wire in a non-contact manner. Note
that while Eq. (6) indicates that the test and standard wires may be
chosen to have different diameters, significantly different diameters
may result in different convective heat transfer coefficient, since con-
vective heat transfer from a heated wire in general depends on the wire

diameter [34–36] in both forced and natural convection conditions.
Even though the theory outlined above is based on the well-known

fin effect [34], the authors are unaware of the use of these results for
measurement of thermal conductivity of wires, as described above.

The next section discusses experimental design and setup for
thermal conductivity measurement.

3. Experiments

Based on the theoretical method described in Section 2, experiments
are carried out to measure the thermal conductivity of thin wires in a
broad range of thermal conductivity values.

3.1. Experimental setup

As shown in Fig. 1(a), the test wire with unknown thermal con-
ductivity and a standard wire with known thermal conductivity are
both suspended from a 25 mm by 25 mm by 25 mm Aluminum block
using a metallic wire holding fixture that is designed to position the
wires horizontally. The two wires are mounted close to each other, so
that both experience the same ambient conditions, but not too close so
that there is no thermal cross-talk. Through trial experiments, it is
found that a wire-to-wire gap of 3.0 mm results in no thermal inter-
actions between the two wires, whereas lower gaps are found to result
in undesirable heat transfer between wires. Therefore, all experiments
in this paper are carried out with a wire-to-wire gap of 3.0 mm. The
theoretical model in Section 2 assumes that radiation can be accounted
for with a linear radiative heat transfer coefficient, and that tempera-
ture-dependence of the convective heat transfer coefficient is negli-
gible. The temperature rise in experiments is limited to 20 °C in order to
ensure that the validity of these assumptions.

The positioning of wires relative to the infrared camera lens can be
altered using a dial operated sliding table arrangement. The Aluminum
block is placed on an Instec HCS662V thermal stage that can be
maintained at a constant temperature. Thermal interface material is
applied between the Aluminum block and Instec stage, as well as be-
tween the block and wires to minimize interfacial temperature drop.
Temperature distribution along the wires is measured using an FLIR
A6703sc InSb infrared camera with a spatial resolution of around 15 µm
and Noise Equivalent Temperature Difference of around 20 mK. Both
wires are thermally imaged simultaneously. In each case, the wire
length is chosen in order to satisfy the long wire assumption of the
theoretical model. Depending on the wire length, this may result in
measurement of only a portion of the long wire at a time due to the
limited field of view of the IR camera. Additional length of the wire can
be measured by moving the positioning stage that results in linear shift
of the wire with respect to the infrared camera. Both wires are coated
with a thin graphite spray in order to ensure uniform surface emissivity.
Since the graphite spray is only a very thin film, it is not expected to
significantly change thermal properties of the wire. Similar to past
experiments [37,38], calibration of the infrared camera is carried out in
advance. Infrared emission from a surface coated with the graphite
spray is measured at a number of known temperatures, and the emis-
sivity is chosen to be the value that results in closest agreement between
the known temperatures and those determined from the measured in-
frared emission.

Fig. 1(a) presents a picture of the experimental setup. Fig. 1(b)
depicts a schematic of the experimental setup, including dimensions
and coordinate systems for the theoretical model.

3.2. Experimental procedure

Several experiments are carried out on high k metal and low k
polymer wires using suitable standard wires of known thermal con-
ductivity. In each case, the wires are chosen to be around 60 mm and
300 mm long for polymers and metals, respectively. Infrared
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thermography of the entire wire is carried out to ensure that the infinite
fin assumption is valid. This is discussed in more detail in Section 4.5.
Since temperature distribution in the wire decays exponentially, tem-
perature rise in the wire closer to the tip can be small and noisy, which
can distort the thermal conductivity measurement. Accordingly, tem-
perature measurement close to the tip is not considered for determining
thermal conductivity. The length of the wire to be considered for
thermal conductivity measurements is determined by plotting log(θ/θb)
as a function of x, and determining the length beyond which the plot is
not linear due to low and noisy temperature measurement.

In each experiment, the standard wire is chosen to be such that the
test and standard thermal conductivities are in the same order of
magnitude. This ensures that the slopes of temperature distributions are
close to each other and eliminates error inherent in measuring rela-
tively large or small slopes.

In each experiment, the Instec heating stage temperature is set to a
specific value and allowed to reach steady state. The set temperature is
chosen to be 35 °C and 45 °C for polymer and metal wires, respectively.
The higher temperature for metallic wires is needed for reasonable
signal-to-noise ratio, given the relatively high thermal conductivity of
metals. Once thermal steady state is reached, temperature distribution
along each wire is measured using the infrared camera. Forced air flow
from an external fan is utilized in some experiments, particularly for
metal wires, in which case, the increased convective heat transfer
coefficient due to forced air flow helps achieve the long fin assumption
within a reasonable wire length.

3.3. Reference thermal conductivity measurements

Two independent thermal conductivity measurement techniques are
used for determining thermal conductivity of standard samples and
validation of thermal conductivity measured using the proposed
method. The laser flash method involves deposition of a pulse of energy
on one face of a thin cylindrical sample while temperature rise on the
other face is measured using an infrared detector. An analytical model
for heat transfer in the sample [7] shows that temperature rise on the
back side of the sample is given by

= +
=

T t T n t
L

( ) · 1 2 ( 1) expmax
n

n

1

2 2

2
(7)

where L and α are the sample thickness and thermal diffusivity, re-
spectively. Comparison of experimental data with Eq. (7) results in
determination of thermal diffusivity of the sample. Corrections to ac-
count for finite width of the heating pulse are taken into account.

Further, comparative measurement of the peak temperature rise be-
tween the sample and a standard material is used to determine heat
capacity. These measurements together help determine thermal con-
ductivity of the sample. These measurements are carried out on a
Netzsch LFA467 instrument. Since this method requires samples of re-
latively large diameter, the measurements are carried out on samples
made of the same material as the wires of interest. Both samples are
purchased from the same manufacturer. This ensures that thermal
conductivity of the sample being tested is the same as that of the wire of
interest.

A one-dimensional, steady state heat flux method is also used in
some cases to independently determine thermal conductivity of the
wire materials being investigated in this work. This method, im-
plemented in a TA Instruments Fox50 instrument, sandwiches a thin
sample of the material of interest between two plates maintained at
different temperatures. Measurement of the resulting heat flux through
the material at steady state helps determine total thermal resistance.
The effect of thermal contact resistances between the material and hot/
cold plates is accounted for by two independent measurements of
samples of different thicknesses. Similar to the laser flash method, these
measurements are carried out on larger samples made of the material of
interest purchased from the same manufacturer.

4. Results and discussion

4.1. Temperature data and comparative determination of kT

Fig. 2(a) presents a raw thermal image at steady state showing si-
multaneous measurement on two wires – carbon steel (high strength
1045) and nickel alloy steel (thermally stable Invar 36). The wires are
arranged parallel to each other with around 3.0 mm gap, and the wire
base temperature is maintained at 45 °C. A clear temperature gradient
down the wires can be observed for both materials. Temperature gra-
dient normal to the wires is very small, indicating negligible wire-to-
wire heat transfer. Fig. 2(b) plots steady state temperature distribution
along both wires, showing distinct, non-linear temperature gradient in
each case, as expected from fin theory.

Further, Fig. 3 plots temperature distribution on a semilog scale at a
number of times prior to steady state for a 3.16 mm diameter stainless
steel wire. These data show rapid changes in temperature distribution
at early times as thermal diffusion from the base into the wire occurs.
As time passes, a robust steady state distribution is established, with no
significant temperature change beyond around 60 s. The steady-state
temperature distribution is found to be linear on the semilog plot, as
expected from Eq. (4). The slope of this curve may be used in

Fig. 2. (a) Raw steady-state infrared thermograph of two wires – carbon steel and nickel alloy steel – of diameters 3.16 mm and 3.18 mm respectively, (b) steady-
state temperature distribution along both wires.
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accordance with Eqs. (5) and (6) to determine unknown thermal con-
ductivity of a test wire based on known thermal conductivity of a
standard wire subjected to the same conditions.

Note that linearity of the semilog plot shown in Fig. 3 indicates the
validity of the assumption that the heat transfer coefficient around the
wire is independent of temperature. If there was significant tempera-
ture-dependence, Eq. (4) would not have been the correct temperature
solution, and experimental data would not have resulted in a linear
semilog plot of the temperature distribution. For further investigation
of this, the wire temperature has been determined based on finite-ele-
ment simulation as well as numerical solution of the governing energy
equation for two different cases – temperature-dependent convective
heat transfer coefficient and constant convective heat transfer coeffi-
cient. Temperature distributions predicted for both cases are found to
be very close to each other.

Comparative experiments to determine thermal conductivity of a
wire are summarized in Figs. 4 and 5 for low thermal conductivity
polymer wires and high thermal conductivity metal wires, respectively.
Fig. 4 plots log(θ/θb) vs x for two polymer wires – polypropylene and
acetal – of around 3.0 mm diameters with base temperature of 35 °C.
Plots for both wires shown in Fig. 4 are linear, with R2 value of greater
than 0.97 in both cases. The slopes of both plots result in

m = 94.76 m−1 and 79.31 m−1, respectively. Thermal conductivity of
polypropylene, separately measured to be 0.20 ± 0.02 Wm−1K−1

using a one-dimensional heat flux method described in Section 3, is
treated to be a known, standard value. Based on Eq. (6), thermal con-
ductivity of acetal is then determined to be 0.27 ± 0.01 Wm−1K−1,
which is within 3.6% of the independently measured value of
0.28 ± 0.02 Wm−1K−1 using the one-dimensional heat flux method.
This demonstrates the capability of the measurement method to de-
termine unknown thermal conductivity of a polymer wire based on
known thermal conductivity of another wire.

In order to improve measurement accuracy, thermal conductivities
of the standard and test wires must be of the same order of magnitude.
Therefore, for thermal measurements on metal wires, the standard wire
must have similarly high thermal conductivity. This is investigated in
Fig. 5 that presents experimental data for Aluminum (6061) and Copper
(110) wires of around 3.0 mm diameters with a base temperature of
45 °C. Unlike polymer wires, experiments for metal wires are carried
out in the presence of forced convective cooling due to air flow at
around 7.8 m/s from a fan. This is needed for metal wires in order to
ensure a reasonable rate of decay of temperature along the wire and
higher signal-to-noise ratio. Similar to polymer wires, linear tempera-
ture decay on the semilog plot is observed for metal wires, which is
consistent with Eq. (4). The R2 values are greater than 0.99 for both
copper and aluminum wires. In this case, aluminum is treated as the
standard wire. Thermal conductivity of a 25.4 mm diameter and
2.67 mm thickness sample machined from the same material as the wire
is determined in advance using the laser flash method to be
182.7 ± 9.1 Wm−1K−1. Based on this, thermal conductivity of the
copper wire is determined using Eq. (6) to be 401.5 ± 26.5 Wm−1K−1.
This compares well with an independent laser flash measurement of
403.2 ± 20.2 Wm−1K−1 as well as the manufacturer-specified value of
390.9 Wm−1K−1.

Figs. 4 and 5 together demonstrate the capability of the method
described in Sections 2 and 3 to accurately measure thermal con-
ductivity over a wide range of values, covering both low thermal con-
ductivity materials such as polymers and high thermal conductivity
materials such as metals.

A series of additional measurements are also carried out for both
polymers and metals, using different materials as standard. These data
are summarized in Tables 1 and 2 for metal and polymer materials,
respectively. Very good agreement with independently measured or
manufacturer-provided values for thermal conductivity are observed in
each case, thereby demonstrating the versatility of the measurement
method. Note that Aluminum is used as standard for relatively high

Fig. 3. Temperature distribution at multiple times along a stainless steel wire
showing establishment of a thermal steady state in a stated time period.

Fig. 4. Measured temperature distributions in polypropylene and acetal wires
of diameters 3.04 mm and 3.20 mm respectively. Data are plotted on a semilog
scale, and linear curve fits are shown.

Fig. 5. Measured temperature distributions in aluminum and copper wires of
diameters 3.19 mm and 3.15 mm respectively. Data are plotted on a semilog
scale, and linear curve fits are shown.
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thermal conductivity metals, while Carbon Steel is used as standard for
relatively low thermal conductivity metals. Thermal conductivity of
both Aluminum and Carbon Steel are measured independently using
laser flash method.

4.2. Measurements on wires of different diameters

As shown in Eq. (4), wire size plays a key role in determining the
value of m, and hence in the measurement of thermal conductivity.
Fig. 6 plots log(θ/θb) vs x for two wires of the same material – Brass
(360) – but different diameters. As expected, the rate of temperature
drop is greater for the thinner wire due to larger value of m for smaller
diameter wires. Eq. (5) shows that for wires of different diameters but
the same material and ambient conditions, the non-dimensional pro-
duct D × m2 must be constant. This product is found to be 6.13 and
5.95 for the 3.18 mm and 4.74 mm wires, respectively. These values are
within 2.9% of each other, indicating that the nature of heat transfer
during these experiments is consistent with the theoretical model pre-
sented in Section 2. Note that the convective heat transfer coefficient h
for two wires of different diameters may be somewhat different even
when subjected to the same ambient conditions. This is because con-
vective heat transfer from a heated wire is, in general, a function of the
wire diameter. In the case of forced convection, as the wire diameter
increases, convective heat transfer coefficient decreases [36], and
therefore, m reduces. Similarly, natural convection heat transfer coef-
ficient also depends on the wire diameter. Based on well-known cor-
relations for convective heat transfer from cylinders [34–36], it is found
that for natural convection, this is not a significant effect around
2–6 mm diameter wires in air. On the other hand, for forced convection,
this is not a significant effect for wires greater than around 2 mm
diameter in air. Therefore, within these ranges, choosing different
diameters for the test and standard samples may be acceptable.

Fig. 7 presents data for an even more general case where the two
wires have different diameters and are of different materials. Specifi-
cally, carbon steel and stainless steel wires of diameters 3.16 mm and

4.77 mm respectively are used, treating carbon steel as the standard
wire with a known thermal conductivity of 45.8 ± 2.3 Wm−1K−1,
independently measured using LFA technique. As shown in Fig. 7,
linear semilog plots are obtained in this case, similar to prior experi-
ments. Based on the m values determined from the temperature mea-
surement and taking into account the unequal diameters of the wires,
thermal conductivity of the stainless steel is found to be
14.1 ± 0.9 Wm−1K−1, which is within 2.5% of the manufacturer-
provided thermal conductivity of 14.4 Wm−1K−1.

4.3. Impact of experimental conditions on measurement accuracy

Fig. 8 examines the effect of external air flow on the measurements.

Table 1
Summary of measurements on a variety of metal wires using aluminum and carbon steel wires as standard.

Standard Wire Test Wire

Table 2
Summary of measurements on a variety of polymer wires using polypropylene and PVC wires as standard.

Standard Wire Test Wire

Fig. 6. Comparison of temperature distributions of two brass wires of sig-
nificantly different diameters (3.18 mm and 4.74 mm), showing consistency
with theoretical model.
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Measured temperature distributions for the same 3.15 mm diameter
copper wire subjected to three different convective cooling conditions
are presented. These include natural convection and forced convection
at two different fan speeds. As expected, there is greater rate of tem-
perature reduction with increased air flow. In each case, the tempera-
ture distribution is found to be linear on the semilog plot, consistent
with Eq. (4). The values of h for these three cases obtained by data
fitting and based on the known thermal conductivity of the copper wire
are found to be 14, 135 and 209 Wm-2K−1, respectively, which, as
expected increase with fan speed. While it is not claimed that the heat
transfer coefficient can be measured in this manner, these data de-
monstrate consistency between experimental measurements and the
theoretical model discussed in Section 2.

The effect of base temperature on the measurements is examined
next. Theoretically, the base temperature is not expected to influence
measurements, since it does not impact the slope m of the log(θ/θb) vs x
plot. However, a low base temperature results in low overall tempera-
ture rise in the wire, leading to greater measurement noise. In order to
examine this effect, temperature distribution for a 3.15 mm diameter
copper wire is plotted for three different base temperatures in Fig. 9,
keeping convective cooling conditions the same. It is observed that
greater base temperature results in significant reduction in noise. The
higher the base temperature, the greater is the R2 value of the linear fit,

and thus the greater is the accuracy in thermal conductivity measure-
ment. However, the base temperature should not be so large that sec-
ondary effects such as radiative heat transfer and natural convective
motion due to the hot base become important. This is an important
consideration since natural convection close to the base may result in
axially varying convective heat transfer coefficient, which is not cap-
tured by the analytical model presented here. Further, for measure-
ments of thermal conductivity as a function of temperature, the tem-
perature range in each measurement must be designed to be as low as
possible, while still ensuring reasonable signal-to-noise ratio. Such
trade-offs are important to consider for effective design of a thermal
conductivity measurement experiment based on the technique dis-
cussed in this paper.

4.4. Measurement of thermal conductivity of solder wires

Finally, in order to demonstrate the application of this technique,
thermal conductivities of a variety of solder wires are measured.
3.16 mm diameter carbon steel wire is used as the standard wire for
each solder wire measurement. As discussed in Section 4.1, thermal
conductivity of carbon steel is independently measuring using a laser
flash method. Table 3 summarizes the measurement results for machine
solder, solder for drinking water, torch solder and rosin flux core
solders, using carbon steel as the standard wire having thermal con-
ductivity of 45.8 ± 2.3 Wm−1K−1 based on LFA measurements. Note
that both torch solder and rosin flux core solders have the same outer
diameter and composition of 60% Lead and 40% Tin. However, the
rosin flux core solder has an inner core of flux material, with the solder
material forming an annular ring. The measured thermal conductivities
of 40.6 ± 2.6 Wm−1K−1 and 31.3 ± 2.0 Wm−1K−1 are consistent with
the material composition, as the presence of low thermal conductivity
flux material is expected to result in lower thermal conductivity of the
rosin flux core solder wire. The thermal distinction between the two
wires is also clear from the comparative thermal measurement shown in
Fig. 10.

4.5. Validity of infinite fin assumption

A key assumption made in the theoretical model presented in
Section 2 is that the wire is infinitely long. This assumption facilitates
derivation of the temperature distribution, Eq. (4), without needing to
know the thermal state of the fin tip. In order to verify the appro-
priateness of the infinite fin assumption for wires investigated in this
work, temperature distribution for the entire length of two

Fig. 7. Comparison of temperature distributions of two wires of different ma-
terials and diameters (Carbon Steel, 3.16 mm and Stainless Steel, 4.77 mm).

Fig. 8. Measured temperature distributions for the same copper wire of
3.15 mm diameter in three different convective cooling conditions.

Fig. 9. Measured temperature distribution for the same copper wire of 3.15 mm
diameter with three different base temperatures.
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representative wires – one polymer and the other metal – are plotted in
Fig. 11. These data clearly show that for both wires, temperature re-
duces to the ambient temperature within the wire length, thus showing
that the infinite fin assumption is applicable. Note that even though the
choice of the overall wire length is dictated by the infinite fin as-
sumption, measurement of thermal conductivity is based on tempera-
ture rise in only a shorter section of the wire, typically the first three
quarter-lengths of the wire, where the temperature rise is reasonably
large. Beyond this length, temperature rise is found to be small/noisy,
and is, therefore, neglected for determining thermal conductivity.

4.6. Uncertainty analysis

Error propagation analysis is carried out in order to estimate the
uncertainty in thermal conductivity measurements reported here.
Differentiating Eq. (6) results in

= + + + +k
k

k
k

D
D

D
D

m
m

m
m

2 2T

T

S

S

S

S

T

T

S

S

T

T (8)

The relative error in measurement of the thermal conductivity of
standard wire material, based on laser flash technique and one-di-
mensional steady state heat flux methods described in Section 3.3, is
estimated to be 5% and 4% respectively, based on manufacturer spe-
cifications. Uncertainty in measurement of wire diameter is estimated
based on the least count of 0.01 mm of the Vernier caliper used. Finally,
uncertainties in the slopes mS and mT may occur due to error in infrared
temperature measurement. A linear regression analysis of the measured
temperature distribution along the wire, accounting for the manu-
facturer-specified maximum error in infrared temperature measure-
ment, is carried out. This is found to be result in an uncertainty of less
than 0.25% for metals and 0.40% for polymers in each slope. Com-
bining all of the uncertainties, the uncertainty in measurement of
thermal conductivity of the test wire is estimated to be around 6.1% for
the case of acetal based on polypropylene. Similar uncertainties are
estimated for other measurements as well, and are listed in Tables 1–3.

Note that once the thermal conductivity of a wire has been mea-
sured by comparison against a standard wire, the wire can, in principle,
then be used a standard wire to measure thermal conductivity of other
wires as well. However, this is not recommended, since this may lead to
significant uncertainty propagation. Thermal conductivity of the stan-
dard wire must always be determined through an independent mea-
surement. Only when an independently-measured wire is not available
at all for use as standard, should a previously-measured wire be con-
sidered as a standard, and even then, in doing so, one must recognize
the increased measurement uncertainty.

5. Conclusions

This work directly addresses an important thermal metrology need
for thermal characterization of thin wires that are used in a variety of
engineering applications. The size of such wires often makes them
unsuitable for both macroscale and microscale thermal conductivity
measurement techniques. Using the well-known fin effect, this work
develops a novel technique for determining thermal conductivity of a
thin wire through a comparative measurement with a standard wire.
Results are shown to be in good agreement with independent mea-
surements. Due to the small value of the radial Biot number, this
method directly measures the axial thermal conductivity of the wire.
Further, note that the method relies on a constant heat transfer coef-
ficient around the wire, which is a reasonable assumption for the small
temperature rise in the present experiments, but may break down due
to non-linear radiative heat transfer at larger temperature differences.

The technique discussed here offers key advantages over traditional
techniques such as laser flash and transient plane source methods,

Table 3
Summary of measurements on a variety of solder wires using Carbon Steel wire as reference.

Material Composition Diameter, mm Measured Thermal Conductivity, Wm−1K−1

Machine Solder Lead (70%),
Tin (30%)

3.26 41.3 ± 2.5

Solder for Drinking Water Lead (0%), Tin (95%),
Copper (4.8%), Silver (0.2%)

2.96 42.4 ± 2.5

Rosin Flux Core Solder Lead (60%),
Tin (40%)

1.6 31.3 ± 2.0

Torch Solder (without Flux) Lead (60%),
Tin (40%)

1.6 40.6 ± 2.6

Fig. 10. Measured temperature distributions in rosin flux core solder and torch
solder wires of diameters 1.6 mm each. Data are plotted on a semilog scale, and
linear curve fits are shown.

Fig. 11. Temperature distributions in the entire length of polypropylene and
nickel alloy steel wires for the validation of infinite fin length assumption.
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which are not applicable for direct measurements on wires. Further, the
method is non-invasive and is unaffected by thermal contact re-
sistances, since temperature measurement is carried out using an in-
frared camera. The method may be applicable for a number of appli-
cations where thermal performance of wires is important to understand
and optimize.
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